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  ABSTRACT 

 
Background: The integration of Artificial Intelligence (AI) in healthcare is transforming medical 

diagnostics, treatment personalization, and operational efficiencies, yet it introduces ethical 
concerns and demands multidisciplinary knowledge among healthcare professionals. To address 

this, the CONNECT with AI” (Collaborative Opportunity to Navigate and Negotiate Ethical 

Challenges and Trials with Artificial Intelligence) workshop was organized to enhance 
understanding and address the ethical challenges associated with AI in healthcare. 

Methodology: This study was conducted with multi-disciplinary participants who attended the 
workshop. Data were collected using pre-and post-workshop confidence level assessments and 

feedback on various workshop sessions. Statistical analyses of the data were performed using SPSS 
to evaluate the impact of the workshop on participants' confidence and understanding of AI in 
healthcare. 

Results: There was a significant increase in confidence levels post-workshop across all domains, 
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particularly in understanding the ethical principles and informed consent processes involving AI 
technologies in healthcare. Feedback scores indicated high satisfaction with the quality of the 
presentations, level of interaction, and depth of content, emphasizing the workshop’s effectiveness 
in addressing the complexities of AI applications. 

Conclusions: The "CONNECT with AI" workshop significantly improved participants' 
understanding and confidence in applying AI in healthcare settings, while also highlighting the 
necessity of ongoing education in AI ethics and regulations. The findings advocate for continued 
interdisciplinary education to prepare healthcare professionals for the ethical integration of AI 
technology. 

Keywords: Artificial Intelligence, Healthcare, Ethics, Interdisciplinary Education, Workshop 

Evaluation, AI Confidence. 
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Introduction  
Artificial Intelligence (AI) is a branch of computer science dedicated to creating systems capable 
of performing tasks that typically require human intelligence [1]. These tasks include learning, 
reasoning, problem-solving, perception, and language understanding. AI technologies, such as 
machine learning, natural language processing, and robotics, are increasingly pervasive across 
various sectors [2]. 
In healthcare, AI is revolutionizing the field by improving diagnostics, enhancing treatment 
personalization, and optimizing operational efficiencies. AI-driven tools can analyse complex 
medical data, assist in early disease detection, and predict patient outcomes more accurately [3-4]. 
Additionally, AI is integral to developing personalized medicine, enabling treatments tailored 

specifically to individual patients based on their genetic makeup and lifestyle [5]. 
However, the integration of AI in healthcare brings substantial ethical concerns. Issues such as 
data privacy, informed consent, and potential biases in AI algorithms must be addressed to prevent 
inequalities and maintain trust in healthcare systems [6-7]. Moreover, the accountability for AI-
driven decisions in medical settings remains a critical challenge, as it involves determining the 
responsibility between human clinicians and AI systems [8-9]. 
Given the complexity and potential risks associated with AI in healthcare, there is a pressing need 
for multidisciplinary training. Healthcare professionals must be equipped not only with knowledge 
of AI technology but also with the ethical frameworks and legal considerations surrounding its use 
[10-11]. Interdisciplinary collaboration among technologists, ethicists, clinicians, and legal experts 
is essential to navigate the challenges posed by AI. 
To address these issues, the “CONNECT with AI” (Collaborative Opportunity to Navigate and 
Negotiate Ethical Challenges and Trials with Artificial Intelligence) workshop was organized from 
April 2-4, 2024, at the SRM Medical College Hospital and Research Centre, SRM Institute of 
Science & Technology SRM Nagar, Kattankulathur, Chengalpattu District, Tamil Nadu, India. 
This 3-day event brought together experts from various disciplines. The workshop aimed to foster 
understanding and collaboration among professionals to effectively integrate AI in healthcare 
while addressing ethical concerns and promoting best practices. 
 

Methodology 
Study Design and Setting: This study assesses the "CONNECT with AI" workshop outcomes—

a 3-day event aimed at navigating ethical challenges in AI, held at the SRM Medical College 
Hospital and Research Centre, SRM Institute of Science & Technology SRM Nagar, 
Kattankulathur, Chengalpattu District, Tamil Nadu, India. 

Study Participants: Volunteers from various multi-institutional, interdisciplinary, and 

interprofessional backgrounds participated in this study. All provided informed consent, and their 
involvement was entirely voluntary. The professional backgrounds of participants included 
Medicine, Dentistry, Nursing, Allied Health Sciences, Engineering & Technology, and Law. The 
participants were organized into 10 groups, each consisting of one professional from each of the 
six disciplines mentioned. 
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Data Collection:  
1. Assessment of Confidence Levels: To evaluate participants' confidence in applying AI 

across various fields, a 10-item validated questionnaire was administered before and after 
the workshop. This questionnaire used a 5-point Likert scale ranging from "1 - Not at all 
confident" to "5 - Extremely confident." 

2. Workshop Feedback: Participants were asked to rate each session on a 10-point scale 
across five dimensions: quality of the presentations, level of interaction during the sessions, 
effectiveness of group discussions and activities, depth of content, and expertise of the 
speakers. 

Data Analysis: The statistical analysis included descriptive univariate assessments of continuous 
variables, represented through their mean and standard deviation. T-tests and Analysis of Variance 
(ANOVA) evaluated differences among these variables. The Statistical Package for Social Sciences 
(SPSS, version 17) for Microsoft Windows, by SPSS Inc., USA, was the tool used for these 
analyses. A p value of less than 0.05 was deemed statistically significant. Qualitative analysis 
included thematic and content analysis of the recorded transcripts in Focus Group Discussions. 

Ethical Considerations: The study was conducted following ethical guidelines approved by the 
institutional review board.  Participants were informed about the study's objectives and purpose of 
data utilization. Their participation was voluntary, and confidentiality was assured with data 
anonymization. Written informed consent was obtained from all participants. 

 

Results 

Assessment of Confidence levels:  
The confidence levels regarding the use of AI before and after the workshop were measured on a 

5-point Likert scale, with 1 indicating "Not at all confident" and 5 indicating "Extremely 
confident." and the mean confidence scores were calculated. There was a significant improvement 
in their confident levels with p<0.0001. Figure 1 showcases the results of a survey assessing 
confidence levels.  Before the workshop, the participants generally reported lower confidence 
across all areas, with scores ranging between 1.6 and 2.4. The lowest pre-workshop confidence is 
in "Knowledge of the current challenges AI faces in healthcare applications" (1.7). After the 
workshop, there is a noticeable increase in confidence across all domains. The mean scores range 
from 4.0 to 4.8, showing a significant improvement. The areas where participants felt most 
confident after the workshop are "Understanding of the informed consent process when AI 
technologies are involved in healthcare" and "Understanding of the ethical principles governing 
AI in healthcare," both scoring 4.8. The area with the lowest post-workshop confidence is 
"Knowledge of the current regulations and guidelines surrounding AI in healthcare," with a mean 
score of 4.0. 
 

"CONNECT with AI" Workshop Feedback:  
Table 1 presents feedback scores for various sessions conducted over a three-day workshop on the 
application of AI in healthcare and its ethics. Each session is evaluated across five dimensions: 
Quality of Presentation, Interaction during Session, Effectiveness of Group Discussions and 
Activities, Depth of Content Provided, and Expertise of Speaker on a 10-point rating scale. 
Overall, the consistently high ratings across all sessions underscore the workshop's effectiveness in 
addressing the complexities of applying AI in healthcare, facilitating engaging and informative 
discussions, and providing participants with a deep understanding of the subject matter from both 
a technical and ethical standpoint. 
 

Discussion 
The "CONNECT with AI" workshop, hosted at the SRM Institute of Science & Technology, 
served as a critical platform for facilitating interdisciplinary learning among professionals from 

various sectors, particularly healthcare. This study provided a rigorous evaluation of the workshop, 
revealing significant insights into the educational impact of such initiatives on participants' 
understanding of AI's ethical, legal, and practical dimensions. 
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Figure 1: Confidence levels of participants before & after the workshop 

 

Table 1: "CONNECT with AI" Workshop Feedback 

 
Day/Session Quality of 

Session 

 

Interaction 

during 

session 

Effectiveness 

of group 

activities and 

discussions 

Depth and 

Quality of 

Content  

Expertise 

of 

Presenter 

Day 1 

Introduction to AI 9.2 9.3 8.6 8.8 8.6 

Introduction to Ethical Principles 9.5 8.7 8.5 8.9 8.6 

Ethical Principles of AI in 
Healthcare 

8.8 8.6 9.3 8.7 9.0 

Case Discussions of Ethical 
Principles 

8.7 9.5 8.9 9.6 9.5 

Day 2 

Ethical Frameworks for AI 

Implementation 

9.5 9.3 9.5 9.6 9.5 

Debate session Human Vs AI 
Judgement  

9.0 9.3 9.2 9.3 9.0 

Ethical principles in development, 
validation and deployment phases 

9.1 9.2 8.5 8.7 9.3 

Case Discussion on Strategies for 
Responsible AI implementation 

 

9.4 9.2 8.9 9.2 9.0 

Day 3  

Regulations & Policies of AI in 
healthcare 

9.4 9.6 9.5 9.3 9.2 

Group Presentation & Discussion 9.2 9.5 9.6 8.7 9.1 
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Statistical analyses demonstrated a notable improvement in participants' confidence levels 
regarding the application of AI in healthcare post-workshop, suggesting that the workshop 
effectively addressed initial uncertainties and knowledge gaps. Initially, the lower confidence levels 
among participants could largely be attributed to the relatively new presence of AI in clinical 

settings and the inherent complexities of AI technologies. The significant rise in confidence post-
workshop underscores the value of structured, interactive, and comprehensive educational 
interventions in demystifying AI and enhancing proficiency among healthcare professionals [12-
13]. 
Critically, the workshop curriculum was not limited to theoretical knowledge but emphasized real-
world applications, ethical dilemmas, and regulatory frameworks. This holistic approach ensured 

that participants could grasp the multifaceted nature of AI in healthcare, appreciating not only its 
potential to transform patient care but also the ethical considerations that it necessitates [14]. The 
emphasis on data privacy, informed consent, and the mitigation of algorithmic biases is 
particularly noteworthy, as these areas are fundamental to the responsible use of AI in healthcare. 
By equipping participants with a deep understanding of these issues, the workshop contributed to 
fostering ethical AI practices that prioritize patient rights and equity [15-16]. 
Feedback from participants further corroborated the effectiveness of the workshop. High ratings 

across various sessions concerning the quality of presentations, interaction levels, and depth of 
content reflected the workshop's success in meeting the diverse educational needs of an 
interdisciplinary audience. Such feedback not only highlights the participants' engagement and 
satisfaction but also supports the effectiveness of the workshop's instructional design and delivery 
[17-18]. 
Nevertheless, the persistence of lower confidence in understanding current regulations and 
guidelines post-workshop signals a critical area for further improvement. As AI technologies 

continue to evolve, so too must the regulatory frameworks that govern their use. This dynamic 
landscape requires ongoing educational efforts to ensure healthcare professionals remain adept at 
navigating future challenges. The need for continuous professional development is imperative to 
keep pace with technological advancements and regulatory changes. 

 

Conclusion  

The "CONNECT with AI" workshop not only enhanced participants' confidence in using AI but 
also played a crucial role in shaping their understanding of the ethical, legal, and practical 
challenges involved. The findings suggest that such interdisciplinary workshops are invaluable in 
preparing healthcare professionals for the ethical integration of AI into clinical practice. They also 
highlight the need for ongoing education and policy development to ensure that AI is used 
responsibly and effectively to enhance patient care without compromising ethical standards or 
equity in healthcare access. 
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